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ABSTRACT
Since internet applications have reached a satisfactory level of matu-
rity, large information systems have been developed to manage and
facilitate access to documents. Simultaneously, there was an enor-
mous international effort to digitise documents, enabling access via
the internet. This endeavour facilitated the access of researchers
to extensive document repositories and libraries, while also aiding
companies in organising their documents. Two decades later, these
vast databases are reasonably clean and well-organised, although
the software used to manage and feed them is gradually becoming
obsolete. Therefore, it is imperative to continuously reengineer the
software to maintain optimal functionality. Furthermore, after the
initial effort to digitise documents and create the initial metadata,
it is reasonable to augment the metadata information pertaining to
the documents. As such, two necessities are apparent: improving
support for reengineering legacy document information systems
and enabling data model updates and schema evolution to accom-
modate new information. Our goal is to automate the reengineering
process as a whole.
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• Software and its engineering → Reusability; • Information
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1 INTRODUCTION
The predominance of technology in our culture has significantly
altered thewaywe deal with information, making it more accessible,
reproducible, and massive. As our technology needs continue to
evolve, so do the tools and software we employ to satisfy them.
Nevertheless, the rapid rate of technological advancement has left
many organisations struggling to keep pace with these changes.
Many organisations rely on legacy software systems developed
years or even decades ago, and as time passes, these systems may
become outdated and inadequate for current business needs.

The incessant evolution of technology has engendered a sig-
nificant challenge for organisations: the reengineering of legacy
software. This process entails the updating andmodernising of exist-
ing software systems to align with modern corporate requirements
and the rapid pace of technological innovation. This challenge is
especially pronounced in the context of legacy document infor-
mation systems and their attendant databases, which frequently
constitute the core of an organisation’s operations. As a result, the
necessity of enhancing such systems has become a top priority for
organisations across a wide range of sectors.

We understand a Document Information System (DIS) to be an in-
formation system that is massive in the storage of digital documents,
whether textual or multimedia, with a vast volume of metadata,
and occasionally even the digitised documents themselves, which
may have been acquired in the context of corporations or libraries.
Our research group has extensive experience developing Document
Information Systems, like digital libraries. Most of the platforms
were developed two decades ago, such as the 1, and are in need
of on update. When it comes to upgrading a legacy document in-
formation system, two critical challenges arise: developing a new
platform and migrating the existing data from the legacy system to
the new system.

Developing a DIS from scratch may be quite expensive in terms
of both time and financial investment. However, the reengineer-
ing process introduces the difficulty of working with pre-existing
software that ideally would be utilised to cut costs and the transfer
from the old system to the new platform, which should be seamless
to avoid service interruptions to users. Most document informa-
tion systems share a core set of features. In order to study the
variability of DIS, we focused on the domain of digital libraries,
analysing current platforms such as the Galician Virtual Library2
or the Miguel de Cervantes Virtual Library 3. Most of the digital
libraries we have researched include features like digital resource
management and visualisation, the integration of a search engine

1Publishing in Galicia during the Franco Era: https://ediciongalizafranquista.udc.gal
2Galician Virtual Library: https://bvg.udc.es/
3Miguel de Cervantes Virtual Library: https://www.cervantesvirtual.com/
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capable of conducting complicated queries over massive datasets,
and metadata interchange utilising standards such as Dublin Core
or MARC. Because there is a set of common features, it is feasible
to automate software development using variability management
approaches such as Software Product Line Engineering.

The second critical aspect of upgrading legacy document infor-
mation systems is data migration, which involves moving data from
the database of a legacy system to the database of the modern sys-
tem. This can be a complex and challenging task, requiring careful
planning and execution to ensure that data is accurately transferred
and that there is no loss of information during the migration pro-
cess. Commercial applications have risen to the top of the market
in recent years, setting the standard for extract, transform, and
load (ETL) operations. Most solutions are intended for the general
public and support generic transformations, but the scope of the
operations they provide is limited, and in most cases, the user is
not allowed to supervise the decisions made by the tool, making
it necessary to perform a final check-up of the migration to refine
any mistakes made during the process.

In this paper, we will explore the challenges and opportuni-
ties of upgrading legacy document information systems and their
databases. We will discuss the feasibility of automating the develop-
ment of document information systems and the importance of data
migration and the best practices that can be employed to ensure a
successful migration. The paper is structured as follows: Section 2
describes the motivation of this thesis in detail; Section 3 defines the
research questions that will be addressed during the paper; Section
4 describes the work plan to be followed throughout the thesis; and
Section 5 provides an overview of the previous work related to the
topic.

2 MOTIVATION
After conducting extensive research and development of software
solutions, both for academic and commercial purposes, it has been
observed that many companies often develop applications with sim-
ilar characteristics. This hypothesis has been tested by a research
group in two distinct domains, namely Document Information Sys-
tems and Geographic Information Systems. Over the years, the
group has collaborated with partners to create new software so-
lutions, some of which have been operational for more than two
decades. However, the need to upgrade these previous develop-
ments by evolving their technologies, updating requirements, and
refining several features has become apparent. In addressing these
evolution projects, it has become evident that the reengineering
process when migrating from a legacy system needs optimization.
The reengineering process is confronted with two main challenges.

There is a need for efficient cost-reduction approaches to mod-
ernise technology and refactor implementation with the minimum
impact on the workflow of present platforms. Previous research
by Cortiñas et al. [4] indicates that using variability management
techniques, particularly Software Product Line Engineering (SPLE),
while building new software can dramatically lower costs and time
to market. A research group with extensive expertise in designing
and deploying SPLE in real-world use cases has created two primary
SPLs, one for geospatial information systems (GIS) [5] and the other
for digital libraries [11, 13]. Recent research [14] has demonstrated

that employing an SPL as the foundation for the reengineering
process, rather than only as a tool for generating new software,
is feasible. This approach has yielded positive outcomes for the
researchers.

The challenge with reengineering lies in the need to adapt the
entire product to new technology, redesign the data model, and
ensure that it still meets the demands of the domain. In addition, it
involves migrating all previous data into the new database. This pro-
cess is further complicated by the presence of legacy products with
their respective models and updated products with updated models.
During the migration of original data from legacy products into the
updated database, there are frequent instances of incompatibilities
and inconsistencies that arise. The research group has practical ex-
perience working hand-in-hand with humanities research groups,
developing several document information systems and digital li-
braries for them. During the years of partnership, it has become
apparent that experts in the humanities require a fine degree of
detail in their data and, in most cases, they must be included in the
data migration process to make decisions over the data, although
they do not possess the technical knowledge needed to do it inde-
pendently using commercial ETL tools, which are designed with
developers in mind. As a last resource, developers export datasets
into Excel sheets, which are known and easy to use for experts in
the humanities, and then import the refined data into the database,
but this process is slow and impractical. In addition, in most cases,
document information systems use relational databases, making it
possible to define general transformation rules for relational data.

The purpose of this thesis is to design and implement a frame-
work capable of aiding the reengineering process, with a special
focus on these two stages. First of all, aiding the software generation
by implementing an automated development platform for docu-
ment information systems, and then integrating a tool capable of
generalising relational transformation rules in such a way that they
can be shown in a user-friendly way, with graphical interfaces that
allow making decisions at any step of the data migration process.

3 RESEARCH QUESTIONS
The following three key research issues will be addressed in this
study:

Research Question 1: How can we create a tool based on variability
for the automatic generation of document information systems? The
primary focus of our research centres on the extraction of common
and variable features from a corpus of document information sys-
tems, to employ them as foundational components of our solution’s
variability model. Following the delineation of potential variability
in these systems, we intend to undertake a thorough analysis of
the most effective methodologies for implementing a tool that can
harness this variability to its fullest extent.

Research Question 2: How can we automate the data migration
process based on the legacy data model, the updated data model to
be generated, and even data models employed to introduce unprece-
dented data? The data migration process entails several challenges
of its own. Foremost among these is the need to integrate data
from heterogeneous data sources, such as relational databases or
document files with little to no structure, and examine numerous
data migration cases in order to effectively identify and generalise
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common data migration issues. This generalisation serves as the
foundation for the formulation of data transformation rules, which
are subsequently employed to automate the data migration process.
In addition to this, it is necessary to study several automated devel-
opment and low-code approaches to determine the optimal solution
for addressing data evolution concerns. By doing so, it is possible
to identify the most efficient and effective means of managing the
challenges that arise during the data migration process.

Research Question 3: How to abstract the current navigation model
so that it serves as the basis for the new application? Whilst the pri-
mary objective of a reengineering process is typically to modernise
existing technology, update data models, or incorporate new func-
tionalities to meet current demands, certain features may remain
unaltered throughout this process, such as the navigational work-
flow of the application. Hence, it would be highly advantageous
to automatically capture the navigational workflow of the legacy
system in an abstract representation, which can be utilised as input
by the automated development tool. The resultant navigation model
derived from the legacy system can subsequently serve as a refer-
ence point for the variability of the front-end of the reengineered
system.

4 WORK PLAN
The work plan established is described in the next subsections,
related to the research approach, threats to validity, and the research
summary, which covers both the current state of the research and
the next steps.

4.1 Research approach
The present doctoral thesis addresses two distinct challenges, as
outlined at the outset of this paper. Specifically, it outlines two dis-
tinct research lines about automated development and automated
data migration, both of which converge in addressing the overar-
ching challenge of automated reengineering. The doctoral thesis
will employ an approach based on the classical software develop-
ment methodology, which adopts a sequential approach to software
development. This methodology typically encompasses distinct
phases, including requirements gathering, design, implementation,
testing, and maintenance, which are executed linearly. An overview
of the intended phases for this research can be seen in Figure 1

The first phase of the research approach involves gathering
requirements, where the researcher will engage with experts in
the domain of document information systems and the humanities
to understand their needs and expectations. This phase involves
conducting interviews, surveys, and focus groups to collect and
analyse data to gain insights into the software requirements that
must be included in the feature model that will, later on, serve as
the base for our automated development platform. A feature model
is a modelling technique used in software product line engineering
(SPLE) to represent the commonalities and variabilities of a family
of related software products. In addition, during the first phase, the
research will perform the manual data migration process of real
use cases with the objective of extracting recurrent data transfor-
mations and common issues from this process. Then, a detailed
analysis of migration problems that may arise must be carried out
to design an automated development tool in which you can indicate
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Figure 1: Overview of the intended research phases

the characteristics that can be given and that must be considered
to generate the necessary import services.

In the second phase, the design phase, the researcher will create
detailed design specifications based on the requirements gathered in
the previous phase. This phase involves creating diagrams that rep-
resent the variable data model of a Document Information System,
and other design artefacts that provide a comprehensive overview
of the software system, such as the Feature Model describing the
variability covered by our solution. This phase will also cover the
abstraction of the migration problems observed during the first
phase and the theoretical definition of general transformations for
relational databases.

The third phase aligns with the implementation phase, which
involves developing solutions based on the design specifications,
testing, and debugging said solutions to ensure that they meet the
design specifications and requirements. During this phase, two
main artefacts must be developed: on one hand, the automated
development platform that automates the generation of document
information systems, and, on the other hand, the data migration
assistance tool that will guide the migration process. This tool will
display the tables of the databases as listing, although the input
can be heterogeneous, either a database connection or an Excel
file, so that we can implement quality management systems that
prevent the user from changing persistent data without being aware
of it. Ideally, both systems will establish a metadata exchange so
that the migration tool is conscious of the data model generated
by the automated development platform in such a way that it can
implement restrictions based on compliance with the resulting
schema, avoiding inconsistencies between the database schemas
generated by both systems.

Phase four will focus on testing the proposed solution, which
involves evaluating the software system to ensure that it works as
intended and meets the requirements by means of different types of
testing such as unit testing, integration testing, and system testing
to ensure that the software functions correctly. The main goal of
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this phase is to make sure that the system is capable of generating
a contemporary document information system that covers all the
requirements gathered by the feature model by validating that we
can generate the real use cases that were used during the first
phase for the requirement extraction. During this phase, the data
migration tool should be tested by the initial humanities experts
to make sure it covers the original requirements and the interface
is intuitive enough for users with little to no expertise in software
development.

Finally, the fifth phase will cover two different aspects of the
thesis. First of all, during this phase, the final solutions devel-
oped should be included in the actual development process of new
projects arising while providing ongoing support and updates to
the software system to ensure that the software remains up-to-date
with changing user needs and technological advancements. The
second goal of this phase is to disseminate research findings and
promote our solution by means of scientific publications.

Although the classical engineering methodology is sequential
and linear, we are aware that unforeseen circumstances and exigen-
cies may require adaptations to the planned phases of the research
process to facilitate the timely convergence of the intended out-
comes. Notably, it is noteworthy to mention that dissemination
through publication, though traditionally reserved for the final
phase, may not be limited to this stage alone. The dissemination of
preliminary results may also be warranted, and such publications
could provide valuable insights into the research process while
serving as precursors to the ultimate research output.

4.2 Validity threats
The current section aims to examine the potential threats to con-
struct and external validity, as categorized byWohlin et al. The four
categories proposed by Wohlin et al. [16] are well-established in
empirical research and widely utilised by researchers to identify
and mitigate potential threats to the validity of their studies.

External Validity: The objective of this research is to test the
outcome against several known test projects that show variabil-
ity management and software product lines are feasible for the
development of document information systems since we have pre-
viously worked with these platforms and have a deep knowledge
of their behaviour. However, the results could differ when generat-
ing different Document Information Systems that are unknown to
us. Second, in order to properly compare the performance of the
automated development platform to that of custom development,
it would be necessary to give the specifications of the products to
several teams with similar levels of experience, ensuring that the
generated ones are thoroughly adapted to achieve a refinement
level comparable to that of custom-made. Nonetheless, because of
the cost, our experiment does not include said stage, but we do
attempt to create each product and compare their sizes. Even if
it is not as accurate as performing the actual experiment, it gives
relevant information when estimating that the effort for each KLOC
(thousands of lines of code) written by the SPL and custom-made
is more or less uniform.

Construct validity: Our solution aims at automating the pro-
cess of re-engineering legacy software but it can be difficult to

measure the improvement in terms of time dedicated to the re-
engineering or the effort put in the process. To compare the effort
dedicated to the migration of the database, we could have a single
developer program the migration script manually while the solu-
tion performs the migration, and record the time dedicated to said
task. However, when it comes to the re-engineering of the applica-
tion, it is not feasible to have a development team building a new
platform from scratch due to the economic costs, making it difficult
to properly compare both approaches. In this case, the metric based
on Lines of Code (LOC) is applied, measuring the LOC produced
by the solution versus the LOC manually coded beforehand.

Conclusion Validity:When it comes to measuring the perfor-
mance of our approach, it may be difficult to find reliable measures
to assess the improvement provided by our solution. Lines of Code
(LOC) or Kilo Lines of Code (KLOC) are common metrics to mea-
sure the size of software programmes and are the most used in
cost estimation. However, these metrics depend on the syntax of
the programming language at stake, which makes a metric such as
LOC reliable when measuring a language like Java, with a standard
structure, but can be misleading when measuring an artefact pro-
grammed in a Domain Specific Language, whose syntax is defined
by the researcher. Other metrics, such as Function Points, could be
taken into consideration.

In this study, internal validity is not considered since there is no
causal relationship.

4.3 Research summary
Preceding research has been undertaken in the domain of this
doctoral thesis, giving us the opportunity to present preliminary
findings and a succinct overview of the current state of research.

In the first instance, an initial version of the automated develop-
ment platform was developed, LPS-BIDI. This platform was devel-
oped by applying Software Product Line Engineering to manage
variability, following the steps of the SPLE methodology presented
by Cortiñas et al. [4], and employing the spl-js-engine4 [3] as the
derivation engine to build the SPL. However, this first approach was
focused solely on the domain of digital libraries and fell short of
fulfilling the requirements of a comprehensive Document Informa-
tion System. Despite these limitations, LPS-BIDI yielded promising
results in terms of development effort after undergoing testing in
three distinct real use cases, generating three unique products. Ta-
ble 1 shows the characteristics of each generated product in terms
of the size of the resulting generated code, in terms of the number
of files generated, the number of classes generated, the number
of entities generated, and the number of lines of code (LOC). This
experiment demonstrated that after producing three projects, we
were able to generate 27,666 LOC, whereas we only had to manu-
ally implement the 13,583 LOC that compose the initial application.
This supports the assertion by Pohl et al. [12] that the advantages of
adopting the SPL approach over single-system development become
apparent following the third software system development. Quality
and maintainability are two additional aspects of the created code
that warrant further investigation.

4spl-js-engine: https://github.com/AlexCortinas/spl-js-engine

https://github.com/AlexCortinas/spl-js-engine
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Table 1: Characteristics of the generated products

Lines of code (LOC)
Project Files Classes Total Back-end Front-end
Project 1 186 130 9,190 6,436 2,754
Project 2 161 110 8,396 5,641 2,755
Project 3 196 127 10,080 6,608 3,472

In addressing the data migration challenge, various approaches
are currently being explored. Our initial strategy involves the cre-
ation of a domain-specific language (DSL) that enables the specifi-
cation of the data transformation and migration processes between
two software products’ data models. The DSL utilised for database
transformation is declarative in nature and comprises statements
that facilitate the expression of a mapping from an existing data
model to a target data model, without requiring the inclusion of
implementation details or the corresponding control flow. To gen-
erate the parser, we employ ANTLR (ANother Tool for Language
Recognition), and the syntax of our DSL has been designed to com-
ply with SQL standards, given that our primary goal is to transfer
data between relational databases.

Table 2: Lines of code of the migration services

Migration Script Lines Of Code (LOC) Character Count
Handwritten DSL Handwritten DSL

Project 1 287 126 14 488 7 794
Project 2 240 73 9 542 3 088

Table 2 endeavours to compare the concision and succinctness
inherent in manually crafting the migration service versus spec-
ifying the migration requirements to the DSL for the purpose of
automated migration service generation. While this table does pro-
vide a basic understanding of the number of Lines of Code (LOC)
associated with each specification, it is not entirely reliable, given
the variance in structure arising from a shift from a pure SQL script
to the syntax of our DSL.

At the moment, we are focusing on scientific dissemination and
preparing a journal paper that details the DSL implementation for
data migration. In the near future, our research will focus on con-
ducting interviews with experts in the humanities domain to gain
a deeper understanding of real-world use cases for data migration.
Additionally, we plan to perform a schema evolution case study on a
project currently being developed within our research group, man-
ually executing the data migration process in a traditional manner
to identify and extract valuable data migration issues that can be
generalised and analysed. As for the automated development aspect
of our research, we intend to extract requirements and features
from a corpus of document information systems, which will serve
as the basis for the feature model in the automated development
tool.

5 RELATEDWORK.
5.1 Software automatising and variability

management
Software development automation and variability management are
two important research areas in software engineering that aim to
improve the efficiency and quality of software development. In
recent years, there has been a significant increase in interest and
research in both areas. Software development automation is the
process of automating various aspects of the software development
life cycle to increase efficiency, reduce costs, and improve quality.
Variability management is the process of managing the diversity
of software products that share a common base. It allows for the
efficient development of software products that can be customised
to meet specific requirements while minimising the cost and effort
of software development.

Several scholarly works have contributed to the development of
various techniques and tools for SPL-based reengineering of legacy
systems. Assunção et al. [1] conducted a systematic mapping on
the topic and concluded that different strategies based on existing
methods present in Software Engineering are used to support the
reengineering process, with statistical analysis, expert-driven, and
information retrieval being the most commonly employed. Legacy
systems, according to Laguna and Crespo [10], may be reconfigured
as product lines through the use of reengineering techniques, while
existing software product lines can also be refactored to increase
their quality, making them more maintainable.

An study regarding software reuse carried out by Krueger [9]
identified three alternative techniques for introducing SPLE in firms,
one of which, the extractive approach, proposed the use of existing
proprietary software systems by extracting common and variable
artefacts and migrating them to an SPL. Xue [17] proposed an
automated method for reengineering a family of legacy informa-
tion systems into an SPL, leveraging an analysis of the variability
of the legacy products. Similarly, Fleurey et al. [7] have applied
Model-Driven Engineering (MDE) methodologies to software mod-
ernisation processes such as reverse engineering, translation, and
code generation. In a more industry-focused approach, Breivold et
al. [2] have introduced a five-step technique for migrating industrial
systems to Software Product Lines. This approach includes a novel
design proposal and a transition plan. The works in SPL introduc-
tion and evolution processes provide well-established frameworks
to guide reengineering works.

In conclusion, software product lines offer a powerful approach
to variability management and automation in the context of legacy
system reengineering. While there are still challenges to be ad-
dressed in terms of scalability and tool support, the existing works
demonstrate the potential benefits of using SPLs for modernising
and evolving legacy systems.

5.2 Schema evolution and data migration
Schema evolution and data migration are two critical processes in
software engineering that are essential for the smooth functioning
of an organisation’s information systems. Over the years, numerous
studies have been conducted to investigate these processes, uncover
their challenges, and propose potential solutions. The management
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of schema evolution involves two primary tasks: the discovery
or extraction of structural changes to data, and the handling of
such changes from the point of view of application development,
including data migration.

The study of database migration has been the focus of much aca-
demic research, with a variety of methodologies being presented
and investigated, ranging from fundamental techniques such as
legacy migration and reverse engineering to more complex ap-
proaches. Hudicka et al. (1998) proposed a comprehensive approach
for the database migration procedure that is divided into seven dis-
tinct stages. In a related vein, Elamparithi et al. (2015) conducted
a review of existing migration strategies in the area of Relational
DatabaseMigration (RDBM) and concluded that existing techniques
were inadequate for managing more than one target database or
for effectively handling schema and data conversion. Delplanque et
al. [6] conducted a study that involved the recording and analysis
of the actions of a database architect during a complex evolution
of a relational database. The researchers subsequently extracted
and generalized the challenges encountered during the migration
process and explored possible solutions to these issues. The study
identified six main problems that could be addressed through the
application of techniques developed by the software engineering
community.

In the area of NoSQL databases, Hillenbrand et al. [8] present
a methodology of self-adapting data migration, which automati-
cally adjusts migration strategies and their parameters with respect
to the migration scenario and service-level agreements, thereby
contributing to the self-management of database systems and sup-
porting agile development. Meanwhile, Störl and Klettke [15] have
implemented Darwin, a system that supports the whole schema
evolution management and data migration lifecycle for different
types of NoSQL databases.
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