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Tirso Varela-Rodeiro , Natalia Alvaredo-López , Vı́ctor Lamas-Sardiña , LITHEUM. A Web-based

Lighting and Thermal Urban Model for City Energy Assessment, Sustainable Cities and Society
(2025), doi: https://doi.org/10.1016/j.scs.2025.106603

This is a PDF file of an article that has undergone enhancements after acceptance, such as the addition
of a cover page and metadata, and formatting for readability, but it is not yet the definitive version of
record. This version will undergo additional copyediting, typesetting and review before it is published
in its final form, but we are providing this version to give early visibility of the article. Please note that,
during the production process, errors may be discovered which could affect the content, and all legal
disclaimers that apply to the journal pertain.

© 2025 Published by Elsevier Ltd.

https://doi.org/10.1016/j.scs.2025.106603
https://doi.org/10.1016/j.scs.2025.106603


1 

 

Highlights 

 Litheum is an interactive online Urban Building Energy Modeling tool 

 Maps citywide energy demand using EN 52016-based calculation methods 

 Custom algorithms account for detailed building and urban form features 

 Lightweight tool that runs directly in a standard web browser 

 Validated in three cities and refined through stakeholder feedback 
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1.Introduction  

Urban areas and their associated activities are responsible for 75% of the carbon 

emissions and 80% of the energy consumption worldwide (Keirstead, 2013). The 

operation of the building stock accounts for approximately 25% of energy consumption 

and 17.5% of global greenhouse gas (GHG) emissions (Ritchie, 2020). Consequently, to 
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achieve a meaningful impact and meet the objectives of the Paris Agreement, strategies 

for mitigating climate change must address existing buildings. The European 

Commission has defined a long-term strategy to accelerate building renovation: the 

Renovation Wave Strategy (European Commission, 2020). One of the objectives of this 

action plan is to optimize the environmental returns of investments. The plan targets and 

prioritizes buildings with high heating and cooling demands. Although the EU member 

states of the European Union are responsible for the transposition of the Renovation Wave 

Strategy at the national level, the implementation of detailed plans is typically undertaken 

at the municipal level. The allocation of financial resources is determined by local 

councils, which select specific areas and neighbourhoods for funding (Rodríguez-

Álvarez, 2023). Nevertheless, the administrations lack a decision support tool that would 

enable them to obtain meaningful information about the energy performance of existing 

urban areas. This is particularly problematic in terms of the potential energy savings from 

renovation policies.  

Despite the fact that energy building modelling has become a common standard in the 

construction sector following the implementation of the Energy Performance of Buildings 

Directive (EPBD) (DEA, 2018), the existing tools are not intended for large urban areas. 

Existing tools are not intended for large urban areas. As Mendes et al. ((Mendes et al., 

2024) pointed out that the acquisition of meaningful results is contingent upon the 

provision of detailed inputs for each thermal zone. The primary obstacles to the 

implementation of such detailed models at the urban scale can be categorised as follows: 

firstly, the absence of detailed building information to define the input parameters. (Chen 

et al., 2017); secondly, the lack of measured energy data to calibrate the model  (Kamel, 

2022); and thirdly, the substantial computational capacity that is required (Dogan & 

Reinhart, 2017).  
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The development of Urban Building Energy Models (UBEM) as a scientific field has 

been described as a gradual evolution that began in the 1990s and continued into the 2000s 

(Salvalai et al., 2024). The initial explorations were mostly statistical models devoid of 

spatial inputs (e.g. Hirst, 1978; Jones & Lannon, 1998). The paucity of data and the 

limited implementation of Geographic Information Systems (GIS) acted as constraints 

(Swan & Ugursal, 2009). The subsequent generation of UBEM integrated user 

application interfaces is intended to facilitate their integration into planning processes. 

The LT-Urban was one of the first attemps to calculate urban energy demand conducted 

in an architectural environment (Ratti et al., 2000). The SuntTool integrated different 

resource flows (energy, water and waste) for new urban projects using a thermodynamic 

approach (Robinson et al., 2007). This project was followed by CitySim (Robinson, 

2011), which introduced GIS for data processing and a stronger focus on energy. 

Following the transposition of the EPBD to Spain, a simple thermal model was developed 

to calculate the energy demand in small urban areas (Turégano & Hernández, 2008) and 

a UK Consortium led by the Building Research Establishment worked on Climate Lite, a 

CAD-like application that build off the LT model to develop an early stage simulation 

tool (BRE, 2009). Although these examples were not widely implemented they sowed the 

seeds for subsequent projects. 

There has been a strong acceleration in the UBEM field from 2010. One of the key drivers 

of this surge has been interoperability, which has facilitated the integration of well-tested 

thermodynamic models through the development of modular and flexible codes. Some 

representative examples combined existing CAD and GIS environments with 

thermodynamic models to speed up the geometric definition process. The Urban 

Modelling Interface (UMI) (C. Reinhart et al., 2013) developed an API that connects 

3DRhino to a SQLite database containing the thermal and lighting information. 
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URBANopt uses EnergyPlus and OpenStudio to analyse city blocks and districts (El 

Kontar et al., 2020). The initial version of City Energy Analyst integrated the simple 

hourly dynamic method of EN 13790 with GIS (Fonseca & Schlueter, 2015). Its modular 

structure allowed later integrations with daylighting (Jimeno Fonseca et al., 2024) and 

microclimatic simulation tools (Maiullari et al., 2018).  These models are representative 

of UBEM for expert users, optimised for the assessment of new developments and 

intermediate scales (several urban blocks or a small neighbourhood). Web-based 

applications have recently gained traction due to improved internet quality and 

connectivity, and the development of JavaScript libraries that can translate analytical 

algorithms (e.g. Three.js, Leaflet, etc...). Most online urban energy applications are static 

maps (e.g. London Heat Map, New York Energy & Water Performance Map). UBEM.IO 

is a web-based application that prepares GIS data for subsequent energy modelling using 

a combined approach of desktop and online processing (Ang et al., 2022; Rodríguez-

Álvarez & Alvaredo-López, 2023).  

Recent reviews of UBEM have classified them based on their approach to the urban scale 

and the energy calculation method (Ferrando et al., 2020; C. F. Reinhart & Cerezo Davila, 

2016; Swan & Ugursal, 2009) . In terms of urban form characterisation, they can follow 

a top-down approach, aggregating multiple buildings, or a bottom-up perspective, 

analysing buildings individually. In terms of energy calculations, the UBEM literature 

distinguishes between two main classes: thermodynamic models, usually referred to as 

"white box" models, and statistical models, also referred to as "black box" or "data driven" 

models. The former apply formulas from building physics, while the latter use measured 

data to derive energy estimates by applying statistical techniques  (Aerts et al., 2014; 

Richardson et al., 2008). A third approach combines physics with statistical methods to 

create hybrid models, thus adapting the number of input parameters to the available data. 
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They use different techniques and assumptions to integrate the contributing factors that 

drive energy demand in buildings (Hong et al., 2020). The thermal characteristics of the 

building stock are often assumed based on certain proxies, such as construction date, 

typology and location, due to the lack of datasets containing this information. The 

European standard EN 16798-1 has defined hourly occupancy schedules for energy 

calculations in residential buildings to meet the requirements of the EPBD (Ahmed et al., 

2017). The digitisation of building logbooks is a recent initiative aimed at overcoming 

the data gap (Gómez-Gil et al., 2023). 

This paper reports on the research and development of a Lighting and Thermal Urban 

Model (Litheum), which takes a user-centred approach to combine interactivity and 

computational optimisation, allowing its integration as a web application. The user 

interface is an interactive map of the city showing energy demand for heating, cooling 

and lighting. Users can select buildings or urban areas to create alternative scenarios 

based on common building energy conservation measures (i.e. insulation and window 

upgrades). The expected energy savings are visualised in the map as well as in hourly and 

monthly graphs. The parameters of the initial map were previously calculated and stored 

in a database, which is linked to the energy modules to update its values each time a new 

scenario is created. A hybrid UBEM model has been developed based on original 

algorithms to extract the relevant parameters for the energy analysis, and also incorporates 

methods defined in EN 52016 for thermal calculations. The BRE daylight factor method 

(BRE, 1986) and the lighting model defined in the precedent UEIB (Rodríguez-Álvarez, 

2016) were used to estimate the lighting loads. Both lighting and thermal models calculate 

the expected demand of urban buildings based on the construction and spatial 

characteristics, leaving aside the efficiency of the systems, which would introduce an 
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additional degree of uncertainty. This article focuses mainly on the definition and 

validation of the thermal model. 

2. Materials and Methods 

2.1 Data preparation workflow 

The web application enables the user to identify the energy demand, disaggregated into 

the heating, cooling, and lighting of a city or an urban area. Furthermore, it facilitates the 

recalculation of demand post-introduction of alternative scenarios grounded in energy 

conservation measures, including wall and roof insulation, or window replacement. In 

addition to the energy demand data, the user has the capacity to obtain the monthly energy 

balance and hourly temperature graphs for a selected building. The application facilitates 

the download of calculated data in tabular or graphical form, and its subsequent 

visualisation on maps. 

 

 

Fig. 1 Data preparation workflow 

As illustrated in Fig. 1 , the workflow has been designed to facilitate the populating of the 

database that stores the relevant building information on the server. The following steps 

are required: Firstly, the cadastral cartography is obtained using the QGIS plugin Spanish 

Inspire Cadastral Downloader(Soriano et al., 2024). A comprehensive set of critical 

building parameters is determined for each building, encompassing parameters such as 
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the obstruction angle in various orientations and the area of the exposed envelope, 

amongst others. Furthermore, an analytical grid is created to overlay the entire city area, 

and the average building parameters are computed for each cell in the grid. The grid 

retains information on all key parameters regarding energy calculations. This is in 

accordance with the approach proposed in the precedent method, the Urban Energy Index 

for Buildings (UEIb) (Rodríguez-Álvarez, 2016).  

Following the preliminary processing stage, two vector layers are obtained: the grid layer 

and the building layer. The files are exported as GeoJSON, facilitating straightforward 

retrieval by the energy model and the PostgreSQL database. The input and output 

parameters contained in these files are explained in detail in Appendix A. The process 

results in two GeoJSON files: one containing the grid data and another with disaggregated 

data for each building. Finally, the climatic data is incorporated into the source files, with 

the files being formatted in CSV (Comma Separated Values) format. Subsequent to the 

assembly of the three source files, the process is entirely automated. The files are 

processed through a Python importer, which populates a database storing all the data 

about cells and buildings in two tables that contain the baseline scenario: "t_cell" and 

"t_building". A component, referred to as "UBEM" in Fig. 1, implements the UBEM for 

the Litheum platform. Two additional tables are created (t_cell_recalc and 

t_building_recalc) for the purpose of storing data whenever a new scenario is defined by 

the user and the energy demand is recalculated. In this particular instance, the web 

application employs the same component ("UBEM" in Fig. 1). to ascertain the new demand 

in accordance with the energy conservation measures that have been implemented.  

2.2 Data sources 

The morphological characteristics, climatic data, and the thermophysical parameters are 

obtained from the following sources using bespoke modules for automatic processing: 
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The morphological attributes are obtained by exploiting the Spanish cadastral database, 

which includes spatial and alphanumerical information for the majority of the territory 

(SEC, 2024). The spatial data is available in vector format (shapefile) and classified by 

municipalities and categories (parcels, buildings, sub-buildings, addresses…). The tables 

of attributes contained within the shapefiles provide a basic overview of the available 

information, including the Cadastral Reference ID and the building height. Further data 

associated with each feature can be obtained by downloading additional tables. These 

supplementary files, designated CAT, should be processed separately from CSV files. 

These documents contain pertinent information regarding the utilisation of the structure, 

its construction date, any subsequent renovations (if applicable), the current state of 

conservation, and its total built-up area (SEC, 2024). The cadastral cartography is 

intended for GIS and is subject to constant updating and maintenance, in accordance with 

rigorous quality control procedures (García Cepeda, 2006). However, the presence of 

erroneous values and anomalies, including incorrect heights or uses, necessitates the 

filtration of the data prior to further processing. The Spanish Inspire Cadastral 

Downloader plugin for QGIS facilitates the establishment of the requisite connections 

between the shapefiles and the CAT files by employing the ATOM Syndication Format 

in accordance with the INSPIRE Directive (Soriano et al., 2024).  

The acquisition of climatic data for any given location is facilitated by the Photovoltaic 

Geographical Information System (PVGIS). It is a web-based application that provides 

hourly data on various meteorological parameters, including solar radiation, air pressure, 

wind velocity, humidity, long-wave radiation, and temperature. It covers most regions 

worldwide (EU Science Hub, 2024). In this project, the dataset is downloaded in the form 

of a Typical Meteorological Year (TMY) format, stored in a CSV file. In order to feed 

the energy model, it is necessary to obtain hourly vertical direct and diffuse solar radiation 
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in, at least, the four main orientations, as well as the horizontal radiation and sun position 

(altitude and azimuth). The transformation templates provided by EN ISO 52010 are used 

to obtain these values (van Dijk, 2021). 

In terms of the thermophysical properties of the buildings, the classification and 

methodology proposed in the study to estimate the domestic heating demand as part of 

the Long Term Renovation Strategy (LTRS) of the Spanish government (Arcas Abella 

et al., 2018) was followed. In this study, the building stock is classified into 15 typological 

clusters, following a combinatorial matrix of three parameters: building age, height and 

number of households. The classification system is divided into five categories based on 

the date of construction: before 1940, 1941-1960, 1961-1980, 1981-2007 and after 2007. 

These dates are associated with new building regulations or technologies, which are 

reflected in the typical thermal transmittance of the building elements. The LTRS defines 

the U-values for walls, windows, roof and floor, as well as infiltration values associated 

with each period (see Table 1). The Litheum model applies these values to calculate the 

current thermal performance of existing buildings. The transmittance table is updated in 

accordance with the implementation of energy conservation measures as defined by the 

user. 

Table 1 U-Thermophysical building properties according to year of construction  

 U-value (W/m2K) Infiltration 

(ACH) Year Floor Wall Roof  Window 

<= 1940 1.15 2.12 2.21 4.24 1.5 

1941-1960 1.15 2.08 2.21 4.24 1.3 

1961-1980 1.15 1.5 1.7 4.24 1.1 

1981-2007 1.06 1.5 1.4 3.1 0.9 

>= 2008 0.62 0.74 0.46 2.9 0.63 

*ACH assumes natural conditions 
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2.3 Web application 

                   

Fig. 2 Architecture of the web platform to display the Litheum energy maps 

The software architecture of the web application is shown in Fig. 2. The database (DBMS) 

which is populated through the previously described workflow, is illustrated at the bottom 

of the figure. The implementation of the system is facilitated by PostgreSQL, a robust 

and open-source relational database management system that offers substantial support 

for data integrity, complex queries, and concurrent user access (PostgreSQL Global 

Development Group, 2024). In order to extend the capabilities of the system with regard 

to the handling of spatial data, the PostGIS extension is utilised. PostGIS augments the 

functionality of PostgreSQL by incorporating geographic object support, thereby 

facilitating the efficient storage, querying, and analysis of spatial data. The backend 

functionality of the database is divided into two web server applications. The UBEM 

Server is a web server developed in Flask (Flask, 2024) that encapsulates the UBEM 

Python module and provides endpoints to use specific calculations related to the UBEM. 

The Web Server has been built on the Spring Framework (Spring Framework, 2024), 

fulfils typical web functions such as database interaction and client data request 

management. These include the retrieval of data for the purpose of displaying charts, as 
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well as the management of user interactions with the map interface, such as zooming, 

panning, and the selection of specific areas of interest. These functions in turn initiate the 

retrieval of relevant data for further analysis and visualisation. The top layer is populated 

by a web client developed using Vue.js (You, 2024), which provides the user interface 

and integrates both servers to deliver the platform's functionalities. 

The primary objective of the web application is to visualize, access to and querying of the 

heating, cooling and lighting demand from the building stock. The two principal features 

of the system are data visualisation and data simulation. 

The platform provides vector-based visualisation capabilities. Each feature displayed on 

the map is characterised by a distinct geometry, which is not represented as an image (or 

raster tile). It enhances the user experience by facilitating interactivity with all the 

elements. However, this approach often entails large computing resources (i.e. processing 

hundreds of elements instead of a single image). In order to address this issue, the map 

employs a grid-based representation for extensive regions, thereby aggregating the energy 

consumption of each area within a single cell. The building geometries are displayed as 

the user zooms in. Moreover, both visual modes (grid and building) retrieve only the 

features that are within the screen's bounding box. Consequently, the system does not 

have to retrieve and draw any geometry that is beyond the view.  
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Fig. 3 Main interface of the web application  

As illustrated in Fig. 3, whilst utilising the platform, the majority of the screen is dedicated 

to the map. The following example illustrates the grid mode over the municipality of 

Pontevedra (Spain), whereby the information regarding building demand (1) is grouped 

based on the colour palette (10) shown in the legend. Should a cell be selected 

(highlighted in the figure), detailed information pertaining to that specific zone will 

appear on the left panel (2). This will include not only demand data, but also information 

regarding land occupation and building density. The buttons located on the right of the 

screen offer a range of customisation options, including the basemap layer (3), the legend 

(4), the display or concealment of the floating left menu (5), the polygon selector (6), the 

selection of individual buildings rather than cells (7), the language (8) and the general 

information menu (9). For instance, the initial adaptation of the legend classes to EPC 

classification is in accordance with the Spanish Code. However, modification of the 

legend classes is possible, with the result that they automatically fit the range of values 

displayed on the screen. Fig. 4 shows another screenshot of the application, displaying the 

building visual mode. 
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Fig. 4 Main interface of the web application showing the building visualization mode 

 

 

Fig. 5 Energy balance (top) and Indoor temperature (bottom) for selected buildings 

The web application generates charts for individual buildings, which represent the energy 

balance and the hourly indoor temperature ( 
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Fig. 5). The energy balance shows the monthly fluctuations and break down in heat gain 

and loss. The temperature graph is a visual representation of the mean hourly values for 

indoor and outdoor temperatures, internal solar gains and global solar gains for each 

month. 

2.3.1 Definition and assessment of alternative scenarios  

The pre-calculated heating, cooling and lighting loads are stored in the base layer of the 

main spatial database, which is stored in a central server. It is then possible for users to 

modify parameters associated with insulation, thermostats, ventilation and windows. This 

process enables the definition and evaluation of alternative energy conservation 

measures. The recalculation demand dialog of the application provides three initial energy 

conservation measures when the visualization mode is the analytic grid, with various 

options within each measure ( Fig. 3, object 11): 

 Wall insulation, with options “No additional insulation”, and additional 5 cm, 10 

cm or 15 cm of insulation thickness. 

 Roof insulation: with options “No additional insulation”, and additional 10 cm or 

20 cm of insulation thickness. 

 Window replacement, with options “No changes”, standard double glazing window 

(U=2.9 W/m2K), double glazing window with argon chamber (U=2.0 W/m2K) or 

double glazing window with argon chamber high performance (U=1.0 W/m2K). 

Once these three variables are selected by the user, the Web Server sends the request to 

the UBEM server to recalculate the demand values and updates the database, 

consequently displaying the map with the new data. When the recalculation is performed 

in the “building” visual mode, additional options become available (Fig. 4 bottom left 

panel): 
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 EN 52016 simple model / detailed model. This option switches between the monthly 

calculation method and the hourly calculation method of the EN 52016.  

 Passive mode /active mode. This option activates or deactivates the thermostat. 

When the passive mode is selected the building performs under free floating 

conditions. Consequently, the device will display the free-running indoor 

temperature. Upon selection of the active mode, a new option becomes available, 

enabling the modification of thermostat set points for cooling and heating. 

2.4 Energy Model 

2.4.1 Back-End. Energy model structure 

The energy model has been adapted to the EN 52016-1:2017, the technical standard 

developed under CEN Mandate M/480 (Van Dijk & Hogeling, 2019) that supersedes the 

previous EN 13790:2008 (ISO, 2008). The EN 52016-1 specifies calculation methods for 

the assessment of internal temperature, sensible heating and cooling loads, based on 

hourly and monthly calculations (ISO, 2017b). The hourly calculation method takes into 

account the dynamic interactions of weather, building operation, heat storage and solar 

radiation. It is a revised and more advanced version of the simpler method given in EN 

13790:2008. The main difference is that building elements are kept separate in the new 

model, instead of being aggregated to a few lumped parameters as in the former (Van 

Dijk et al., 2016). Internal Mean Radiant, Air and Operative Temperatures can be 

obtained based on the hourly method.  

The standard’s approach is based on the thermal-electrical analogy. The heat flows are 

represented as a RC (Resistor-Capacitor) network, which describes the thermal 

resistances and thermal capacitances of both zones and buildings elements. The 

mathematical description consists of a discrete-time linear state space model, in which 

the states are the nodes’ temperatures at the given time interval (x in eq. 1), the inputs are 
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the boundary conditions (outdoor and ground temperature, solar radiation, internal gains, 

…) and the parameters are the energy flows defined by the thermal properties of the 

buildings. The resultant set of first-order differential equations can be solved by standard 

mathematical techniques with the assistance of programming libraries (e.g. NumPy). 

𝑑𝑥

𝑑𝑡
= 𝐴 · 𝑥(𝑡) + 𝐵 · 𝑢(𝑡)             (1) 

Where x(t) are the states of the system (temperatures), and u(t) are the inputs respect with time. 

A and B are the parameters that describe the resistance and capacitance of the system.  

The EN 50216-1 provides a series of formulae for the description of the energy balance 

of each thermal zone and building element. Each one of those is defined as a branch of a 

RC-Network. The opaque building elements are discretized into four virtual layers, 

irrespective of the actual components, which may be lumped to fit the four-layer 

assumption (Fig. 6). The four layers are separated by five nodes, which can be interpreted 

as sensors measuring the node’s temperature. The nodes are interconnected by four 

resistances and attached to five capacities. Additionally, an internal air node reflects the 

air temperature of the thermal zone, while an exterior node defines the outdoor 

temperature from climatic data. Windows are represented by only two nodes, separated 

by a resistance but without a capacitance as their areal heat capacity is assumed as 

negligible. All surface nodes are affected by surface heat transfer coefficients, radiative 

and convective, which are calculated in accordance with EN13789:2017 (ISO, 2017a). 

External nodes may be subjected to a process of warming through solar irradiance, and 

cooling through additional thermal radiation directed towards the sky. The internal nodes 

are subject to the influence of various factors, including the internal gains, the heating 

and cooling (if applicable) and the solar heat gain transmitted directly into the designated 

zone. Roof and floor elements are represented in a similar way as the walls, as a 5-node 
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RC-Network. However, certain values, such as surface resistance, are adapted to their 

horizontal position. Similarly, if the floor is connected to the ground, the external node is 

not the outdoor air but the ground itself, with different thermal dynamics. The procedures 

for calculating all these inputs and parameters are outlined in EN 52016:1:2017 and the 

various modules of the EPB standards (ISO, 2017b). 

 

Fig. 6 Opaque wall and window element represented as RC-networks according to EN 52016:2017. The 3-node version 

assumed by Litheum model is shown at the bottom. 

The Litheum model conceptualises each building in the study area as a single thermal 

zone as illustrated in Fig. 7 and Table 2. For the sake of simplicity, the Fig. 7 shows only 

the RC-network for one wall and one window. However, it must be noted that the model 

describes all external walls and their respective windows (if any) as separate RC-

branches. The primary divergence from the EN 52016:2017 standard pertains to the 

utilisation of 3-node components for opaque elements, as opposed to the 5-node 

components employed in the standard. This assumption was based on three arguments: 

As demonstrated in previous research, the accuracy of lumped parameters at the element 

level (i.e. wall, roof or floor) is acceptable (Lundström et al., 2019; Ramallo-González 

et al., 2013). In the scope of this research, the temperature values inside the wall are 

irrelevant. The addition of further nodes per element has been shown to result in a 
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substantial increase in the computational load, thereby compromising the application's 

lightweight nature. (Mazzarella et al., 2020).   

 

Fig. 7 The RC-network representing the Litheum model 

Table 2 Main input parameters used for the Litheum model 

Parameter Description Unit 

Ꝋeli,n Node temperature, eli: element, n=node position (1:external, 2:inside, 3:internal) ºC 

Ꝋzone Indoor air temperature, zone ºC 

Ꝋe External dry bulb temperature ºC 

Ꝋgr Virtual ground temperature ºC 

heli,n Thermal conductance between node n and node n-1on element eli W/(m²·K) 

hci Convective heat transfer coefficient internal surface W/(m²⋅K) 

hce Convective heat transfer coefficient external surface W/(m²⋅K) 

hve Heat flow due to ventilation W/K 

htb Heat transfer coefficient for thermal bridges W/K 

Keli,n Areal termal capacity, element, node J/(m²·K) 

ɸsol Solar irradiance on the element W/m² 

ɸsky Extra-thermal radiation to the sky, W/m² 
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ɸzone Total internal heat gain, zone W 

 

The coefficients and terms of those formulae are carried over to a Matrix (Matrix A) and 

a Vector (Vector B) respectively. The thermal model is thus represented as: 

[Matrix A] × [Vector X] = [State vector B]    (2) 

where [Matrix A] is a square matrix holding known system coefficients, [Vector X] is the 

state vector carrying the node temperatures to be obtained, and [State vector B] is a vector 

holding known boundary conditions and node temperatures from the previous time step.  

The solver then iterates over the resultant numerical scheme to approximate a meaningful 

solution. Since the initial node temperatures are unknown (with the exception of the 

outdoor air temperature) the EN 52017 establishes a 14-days initialization period, which 

is meant to be “long enough to make the influence of the temperatures of each node at the 

start of the calculation negligible when the actual calculation period starts” (ISO, 2017d).  

The Litheum model employs the hourly calculation method to obtain internal air, mean 

radiant and operative temperature under free running conditions when specific buildings 

are selected for detailed analysis. However, in order to ensure computational efficiency, 

the monthly method is used to calculate the initial energy needs for heating and cooling.   

The monthly method is a simplified procedure defined by the EN 52016. The thermal 

balance of the zone is determined on a monthly basis. The dynamic effects are taken into 

account by introducing the gain utilisation factor for heating and the heat transfer 

utilisation factor for cooling (ISO, 2017c). These parameters are functions of the heat-

balance ratio and the thermal inertia and they vary for each month and operation mode 

(heating and cooling).  The workflow of this method is illustrated in Fig. 8 and Table 3. The 

relevant building information is stored in a JSON file that contains the whole city. Each 
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building is an object that stores the cadastral reference, the envelope attributes and 

geometry, including the obstruction ratio. Additional tables and parameters and stored 

and retrieved in a separate module. This encompasses the internal occupancy patterns and 

associated internal gains, as well as the thermostat settings for heating and cooling. The 

meteorological data has been from the PVGIS database (EU Science Hub, 2024), which 

provides ready-to-use vertical and horizontal solar radiation data. The Litheum code 

extracts the heat gains and losses for each building and month as described by the monthly 

method. Subsequently, an analysis of the heat balance ratio for the heating and cooling 

modes is conducted. The energy loads to attain the desired indoor comfort temperature 

are calculated when additional heating or cooling is required. 

 

Fig. 8 Flow chart illustrating a simplified diagram of the code to calculate thermal and cooling energy needs using the 

monthly calculation method. 

Table 3 Main parameters for the monthly calculation method 

Parameter Description Unit 

Qh Total energy need for heating kWh 
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Qc Total energy need for cooling kWh 

Htr Total heat transfer for thermal bridges kWh 

Hgr Total ground heat transfer  kWh 

Hve Total heat transfer by ventilation kWh 

τh, τc Time constant for the heating (h) and cooling (c) modes h 

γh, γc Heat balance ratio for the heating (h) and cooling (c) modes dimensionless 

ηh, ηc Utilization factor for the heating (h) and cooling (c) modes dimensionless 

ɸsol Total solar heat gains  kWh 

ɸsky Extra-thermal radiation to the sky, kWh 

ɸint Total internal heat gains kWh 

 

2.4.2 Urban data pre-processing 

One of the primary objectives of the Litheum project is to consider the impact of the urban 

context on the energy demands of buildings. Consequently, the model considers the most 

relevant spatial characteristics of the built environment, such as solar obstruction, 

compactness, and orientation. In order to ensure replicability, the pre-processing steps of 

the spatial data were automated. Building-level pre-processing algorithms were 

developed and coded in Python to obtain individual buildings' exposed envelope area, as 

well as the solar obstruction in each orientation. 

To calculate the exposed envelope, the code iterates over every floor of each building 

according to the following sequence: first, all buildings are sliced in the “nth” using the 

cadastral vector layer. Then, the geoprocessing tool “buffer” is used to create parallel 

lines outwards and  inwards to the sliced polygons. The code discriminates between 

exposed segments and internal partitions by analysing whether the outward buffer lines 

overlap the inner lines of any adjacent building. The lines that are part of the external 

envelope  are classified as exposed and assigned an orientation based on their azimuth 

(Fig. 9). The orientations are classified into four quadrants (North, South, East and West).  
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The calculation of the area of exposed envelop in each orientation, building and floor is 

achieved by multiplying the length of exposed segments by the floor height. This process 

is then repeated for each storey of the building, from the ground floor to the uppermost 

floor of the tallest building in the city. In conclusion, the table of attributes belonging to 

the building layer has been restructured in order to incorporate the total of the exposed 

envelop in all floors for each orientation. Consequently, four new fields were created and 

stored in the vector layer. These fields are labelled "Env_N", "Env_S", "Env_W", 

"Env_E", and they contain the area, measured in square metres, of the exposed envelope 

for each feature (i.e. building) in each orientation. These data will be used by the energy 

model to calculate the heat losses through the envelop as well as the heat solar gains. The 

model will take into account the window-to-wall ratio, their respective orientation, and 

the obstruction angle accordingly. 

 

Fig. 9 Exposed segments by orientation quadrants as part of the calculation process of the exposed envelope 

                  



25 

 

  

Fig. 10 Calculation procedure to obtain the obstruction angle for each orientation 

In order to obtain solar obstruction, a Python module was created in PyQGIS (Dobias, 

2023) to adapt the methodology regarding external obstacles as defined in the EN 52016-

1 (ISO, 2017b p.187). This method involves the division of the skyline, as seen from the 

shaded façade, into four segments by three axes at 45-degree intervals. The obstruction 

angle is determined for each individual axis, and then extrapolated for the interval under 

consideration. In the Litheum model, the façades were grouped in four main orientations, 

following the criteria described regarding the building envelope. For each orientation, the 

skyline was divided into six segments by axes at 30-degree intervals. However, since 

incident solar energy is known to decrease as the angle of incidence increases with respect 

to the normal, the axes at 60° and 90° from the normal were disregarded during the 

calculation of each orientation. The obstruction angle was calculated and averaged for the 

remaining three axes (normal and ±30 degrees).  To this end, the code commences by 

tracing 12 axes at 30-degree intervals from the centre of each building. The axes intersect 

the building envelop polygon, as well as that of the surrounding buildings. The 

intersection points define segments that provide the distance between the analysed 
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building and its obstacles on each axis. For each axis, the obstruction angle is calculated 

as the maximum obstruction angle created by all buildings intersecting the axis. The 

aforementioned angles are derived by calculating the arctangent of the obstacle's height 

minus the reference height  (hn and h0 in Fig. 10) multiplied by the distance between the 

shaded building and the obstacle (dn in Fig. 10). The process is then repeated for the four 

orientations and all buildings in the study area. It was determined that, given the code's 

high computing intensity, a maximum limit of 200m should be established for the length 

of the axes.  The obstruction angle for each building, as well as its orientation, is saved 

and stored in the building vector layer.  The obstruction angle for each building and 

orientation is saved and stored in the building vector layer, creating four new fields in the 

table of attributes: “Obs_N”, “Obs_S”, “Obs_E”, “Obs_W”.  

3. Results  

3.1 Litheum pilot cities 
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Fig. 11 Energy demand for heating, cooling and lighting demand for the three pilot cities. In each case the top row 

displays the results as a grid composed on 250x250m cells, the bottom row shows the results for each individual 

building, with a substantially finer resolution.  

 

After setting up and testing the platform with a few urban samples, the next step was to 

develop pilot cases in selected cities. The approach was to start with a small municipality 

to detect and handle possible glitches. Issues detected in the first pilot could be prevented 

in subsequent ones, which would gradually increase in size. The first pilot city was 

Pontevedra, a mid-size municipality of 83,000 inhabitants in northwest Spain. It had 

approximately 10,000 buildings, many of which were detached housing. This city was 

selected due to ongoing collaboration between the research team and the city council, 

enabling continuous feedback and interaction. The second pilot city was A Coruña, 120 

km north of Pontevedra, with a population of 240,000 inhabitants. It has slightly over 

18,000 buildings due to its density and compact nature. As in the previous case, easy 
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access to planning authorities was key to selecting this city as the second pilot. The third 

case study was Madrid, the fourth biggest city in Europe with a population of 3.2 million 

residing in over 125,000 buildings. Its urban structure is characterised by dense housing 

blocks in the central areas and suburban satellite towns on the periphery. Unlike the 

previous two cases, the main reason to select Madrid as the third pilot was to test the 

preparation methods and functionalities of the platform on a large scale. It also provides 

a continental climate, which differs substantially from the other pilots. It was expected to 

present higher heating and cooling loads due to larger seasonal variations. 

 

Fig. 11 shows the results for the base layer in the three pilot cases, displayed as a grid and 

per building. The maps suggest a correlation between high density and relatively lower 

heating load. This corresponds to the city centres of Pontevedra and Coruña, while in 

Madrid the heating performance is more evenly distributed. Overall, the cooling demand 
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in the northern cities is low. In Madrid, overheating seems a critical issue, with values 

starting from 20 kWh/m² and reaching up to 50 kWh/m². It must be noted that neither 

solar control nor the heat island effect were introduced in the base layer. Solar control has 

been modelled as an energy conservation measure that can be selected by the user. The 

heat island effect can be introduced in the pre-processing steps and is expected to be 

included in future model developments. The lighting demand maps follow the logic of 

dense areas presenting a lower sky view ratio from windows and, consequently, less 

daylight and higher dependence on artificial lighting. 

 

Fig. 12 Distribution of annual energy demand at building level in the three pilot cities. The graphs show the relation 

between construction types and heating, cooling and lighting loads in the three cases. 

 

 

Fig. 13 Graph illustrating energy demand as a function of FSI, data obtained from the grid layer. 

The pilot study results were analysed further to reveal inconsistencies across cities, 

climates and typologies. Fig. 12 shows the relation between construction types and heating, 

cooling and lighting loads in the three cities. It is based on the individual building base 

layer. Heating load is lower in newer buildings, as expected. Older buildings have a higher 
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result dispersion, suggesting variations in the form of poorly insulated buildings. 

Pontevedra has the highest heating load, due to abundance of single family housing. 

Madrid and Coruña have mostly flats, which have a lower exposure and therefore suffer 

less heat loss. Coruña has negligible cooling loads and Pontevedra relatively low cooling 

loads. Madrid has similar lighting loads across types, although they tend to be slightly 

higher in newer buildings and lower in the oldest. The lighting loads in the three cities 

follow similar distributions, with a concentration of observations between 15-20 kWh/m² 

and a second cluster around 33 kWh/m². These values are in accordance with the region's 

domestic lighting energy consumption benchmarks, which are 26 kWh/m² (Cadima & 

Rodríguez Álvarez, 2021).  The highest value could be due to artificial lighting and the 

lowest value to passive potential. Pontevedra's buildings have the largest daylight 

potential, probably due to their lower density and greater sky view ratio. 

The previous observations were compared against a parametric analysis relating urban 

density and energy demand (Fig. 13). In this instance, the results are grouped according 

to the grid layer as opposed to individual buildings. Each dot in the scatter plots represents 

one grid cell's average demand. Density is measured as Floor Space Index (FSI), a 

common metric in urban planning relating total built-up area per unit of land. Results are 

consistent with previous graphs, though there's a smoothing effect due to the use of 

average values. This is particularly noticeable in lighting loads, where demand is 

clustered around 20kWh/m². Graphs show morphological variations across cities. 

Pontevedra has a larger proportion of cells with a FSI below 0.5m²/m², indicating low 

density. Madrid and Coruña show higher values of up to 3.5m²/m². Overall, low density 

is associated with higher heating and lower lighting demand. The characteristic building 

typology in these areas is detached housing, which is known to be more thermally 

inefficient than flats in temperate climates. Cooling load diminishes with high density due 
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to overshadowing. However, density can also enhance the heat island and reduce 

ventilation potential (e.g. due to obstruction, pollution or noise), factors not introduced in 

the model. 

3.2 Validation and verification  

The model's methodology and assumptions underwent validation in accordance with the 

verification procedure of the EN 52016, a process that draws inspiration from the 

ANSI/ASHRAE standard 140 (ANSI/ASHRAE, 2014). The test case, entitled Bestest, 

provides a comprehensive overview of the primary inputs, including geometry, 

thermophysical properties, boundary conditions, and climatic data. It also presents the 

subsequent results for a range of scenarios, namely lightweight construction (designated 

as 600) and heavyweight construction (designated as 900). These scenarios are examined 

in conjunction with continuous and intermittent heating, as well as free-running 

conditions, which serve as control strategies.  

Recent studies have revealed discrepancies between the EN 52016 and detailed 

thermodynamic models (De Luca et al., 2022; Zakula et al., 2021). In order to establish a 

more comprehensive comparative framework, the Bestest model was also simulated in 

EnergyPlus v.24.2.0 using the OpenStudio platform v.3.9.0 (NREL et al., 2023). The 

energy demand estimates obtained from the Litheum model were then compared against 

those provided by the EN 52016 (EN) and EnergyPlus (E+). models The outcomes 

obtained in the verification process provide empirical evidence that validates the Litheum 

model for large-scale urban analysis. 

For the purposes of this validation, the Litheum model was adapted to the Bestest 

specifications; this refers to a geometry consisting of a single zone with an area of 48m² 

and a height of 2.7m (Fig. 14). All constructions are regarded as external, with no 
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consideration given to shading or obstruction by adjacent buildings. The EN 52016 model 

utilises an oversized floor insulation layer with the objective of decoupling the slab from 

the ground, thereby reducing potential uncertainty regarding the thermal dynamics of the 

ground. Consequently, the verification methodology indicates that the ground node can 

be assumed as another outdoor node, with outdoor air temperature as the boundary 

condition (ISO, 2017c p.123). The standard specifies the attributes of the opaque elements 

in detail, for each layer and element, and as a compound, for hourly and monthly 

calculations respectively. The main thermal properties are summarized in Table 4. 

 

Fig. 14 Geometry of the test room (bestest) as modelled for validation in Litheum, EnergyPlus and EN 52016 

Table 4 Thermal properties of the test case 

U-value  

(W/m²K) 
Solar  

Transmittance 

(glazing) 

Infiltration  

(AC/H) 

Internal 

Heat  

Gains 

(W) 

Thermostat 

(ºC) 

Heat Capacity  

(MJ/K) 

Wall Roof Floor Window Heat Cooling Light Heavy Air & furniture 

0.56 0.33 0.04 2.98 0.71 0.41 200 20 27 3.84 12.48 0.48 
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The climatic data used is the Drycold Typical Meteorological Year, which is based on 

values from Denver, Colorado (United States). It can be found at the ISO website (ISO, 

2016) or at the NREL Energy Plus repository in epw format (NREL, 2014).  

The results of the verification cases are provided for both the monthly method and the 

hourly method. With regard to the former, the comparison is drawn for the annual sensible 

energy needs for heating and cooling. The EN 52016 assumes that the monthly method is 

calibrated for each region using coefficients derived from the hourly method (Van Dijk 

et al., 2015). Regarding the hourly calculation, the analysis incorporates monthly average 

values for the operative temperature, and the hourly breakdown of sensible energy needs 

for heating and cooling, as well as the operative temperature for January 4th and July 27th 

(ISO, 2017c p.130).  The standard provides a series of tables with the results for each 

scenario and calculation methodology. The verification tests are conducted by calculating 

the operative temperature and energy loads using the Bestest specifications in Litheum 

and E+. The results are compared against the standard’s tables.  

The initial series of simulations was done using the monthly method. The EN standard 

cautions that given the method's reliance on numerous optional coefficients contingent on 

particular regional circumstances, reliance on a single test case for verification is 

impractical (ISO, 2017b p.122). Therefore, the monthly method has been also compared 

against EnergyPlus in order to calibrate and verify the Litheum algorithm The results 

shown in Table 5 suggest that there is a good approximation to the EN model for the heating 

demand in both the lightweight and the heavyweight cases, and for cooling in the 

lightweight case, with a deviation below 12% in all cases. However, the cooling estimate 

of the Litheum model for the heavyweight scenario diverges from the EN model while it 

is very close to the EnergyPlus, with a variation of less than 5%. Subsequent to conducting 
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further tests to ascertain the origin of the discrepancy, it was determined that the cause 

could only be attributed to the application of differing calibration coefficients.  

Table 5 Results for annual heating and cooling demand using the monthly method 

 Bestest600 Bestest900 

 Litheum EN E+ Litheum EN E+ 

Heating (kWh) 5511 5133 3498 2967 3360 2908 

Cooling (kWh) 6875 7503 6698 2689 76 3776 

 

The second run of simulations focused on the calibration and verification of the hourly 

method. The generation of the test cases was based on two thermal capacities, designated 

lightweight (600) and heavyweight (900), and two operational modes, designated AC for 

active mode and FF for free floating. These scenarios were then subjected to evaluation 

using three models (Litheum, EN and E+) for a total of 12 comparative cases. As 

illustrated in Table 6 the average operative temperature is presented for each case, 

calculated on a monthly basis. A close correspondence across the board can be observed. 

A more detailed analysis reveals a certain disparity in the heavyweight free-floating 

conditions. The results obtained from the EnergyPlus model consistently demonstrate 

higher values in comparison to those derived from both the Litheum and EN models. The 

divergence is more pronounced in winter than in summer, and this is attributed to the 

different physical assumptions and formulations used in EnergyPlus (U.S. Department of 

Energy, 2024). Nevertheless, the Litheum and EN models demonstrate a high degree of 

similarity, with a maximum disparity of less than 2 degrees Celsius, consistently 

maintaining a margin of 1 degree. 

Table 6 Test results average operative temperature 

 Avg Operative Temperature (ºC) 

 600AC 900AC 600FF 900FF 
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Month: Litheum 

EN 

52016 E+* Litheum 

EN 

52016 E+* Litheum 

EN 

52016 E+ Litheum 

EN 

52016 E+ 

JAN 22.1 22.0 21.8 22.1 22.3 22.9 17.0 17,3 18.0 17.2 17,6 21.6 

FEB 22.2 22.0 21.8 22.1 22.2 22.7 16.9 16,7 17.7 16.4 16,4 20.5 

MAR 22.7 22.6 22.7 22.9 23.1 24.1 21.8 22,1 22.7 21.6 21,9 25.5 

APR 23.0 22.9 23.1 23.7 23.9 24.8 24.0 24,3 24.9 24.4 24,7 27.4 

MAY 23.6 23.5 24.0 24.6 24.5 25.8 26.6 26,7 27.4 26.4 26,6 28.8 

JUN 24.2 24.4 24.9 25.6 25.7 26.8 29.2 29,6 30.2 28.8 29,3 31.2 

JUL 25.1 25.6 26.4 26.6 26,6 27.9 34.1 35,0 35.3 34.0 34,9 36.7 

AUG 24.6 25.2 26.0 26.5 26,6 28.0 34.6 35,2 35.6 34.6 35,2 37.3 

SEP 23.9 24.2 25.1 25.8 26,1 27.7 33.6 34,6 34.9 33.8 34,7 37.6 

OCT 23.0 23.0 23.7 24.3 24,8 26.3 28.5 29,7 29.7 29.2 30,3 33.6 

NOV 22.3 22.2 22.3 22.5 22,8 23.8 21.1 21,4 22.1 20.9 21,3 25.3 

DEC 22.1 22.1 21.9 22.1 22,2 22.9 17.4 17,9 18.5 17.6 18,0 22.2 

Annual 

Avg. 

23.2 23.3 23.7 24.1 24.2 25.3 25.5 25.9 26.5 25.5 25.9 29.0 

 

The annual results are displayed in The thermostat setpoint was set at 20°C and 27°C for 

heating and cooling, respectively. Consequently, the resulting values are an exact 

reflection of these settings, with the exception of EnergyPlus, in which the air-based 

control allows for higher and lower operative temperature values. However, these 

discrepancies are substantially minimized in the free-floating conditions. 

Notwithstanding the inclusion of the most extreme scenarios in the EN standard, it is 

evident that such events are improbable in reality due to behavioural adaptation. 

Consequently, the variations are negligible and can be considered to fall within a 

reasonable margin of error. 

Table 7, which denotes a coherent performance of the three models. The main 

discrepancies, which are found in the active mode operative temperatures, are clearly 

associated with the thermostat controls, which are based on Operative Temperature in the 

EN standard and, consequently in Litheum as well, while they are based on air 
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temperature in EnergyPlus. The thermostat setpoint was set at 20°C and 27°C for heating 

and cooling, respectively. Consequently, the resulting values are an exact reflection of 

these settings, with the exception of EnergyPlus, in which the air-based control allows for 

higher and lower operative temperature values. However, these discrepancies are 

substantially minimized in the free-floating conditions. Notwithstanding the inclusion of 

the most extreme scenarios in the EN standard, it is evident that such events are 

improbable in reality due to behavioural adaptation. Consequently, the variations are 

negligible and can be considered to fall within a reasonable margin of error. 

Table 7 Test results annual hourly integrated peak heating and cooling, loads, maximum, minimum and average 

operative temperature 

 600AC 900AC 600FF 900FF 

 Litheum 

EN 

52016 
E+* Litheum 

EN 

52016 
E+* Litheum 

EN 

52016 
E+ Litheum 

EN 

52016 
E+ 

Heating 4,227 4,351 3,498 3,855 4,067 2,908 -- -- -- -- -- -- 

Cooling 6,180 6,363 6.698 3,738 4,043 3,776 -- -- -- -- -- -- 

Max. Op 

Temp 

27.0 27.0 33.4 27.0 27.0 31.5 65.4 63.5 63.5 43.6 44.4 48.5 

Min. Op. 

Temp 
20.0 20.0 16.1 20.0 20.0 16.7 -19.7 -16.9 -16.0 -2.0 -2.4 -0.2 

Average 23.2 23.3 23.7 24.1 25.9 29.0 25.5 25.9 26.5 25.5 26.0 29.0 

 

The monthly breakdown of the heating and cooling loads confirms the earlier 

observations as illustrated in Fig. 15. The Litheum model and EN 52016 are consistently 

aligned while the EnergyPlus results are slightly underestimated. However, as it was 

explained above, the different thermostat control explains this variation. Moreover, it can 

be noted that the relative values are consistent. The demand for cooling and heating 

energy rises and drops following the same patterns in the three models. The subsequent 

test focused on the hourly performance of the models. This analysis illustrates the 
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potential of dynamic models as they reflect how the building fabric is influenced by its 

thermal capacity. The study took the 4th of January as a representative day. Although it 

is a very cold day the internal temperature and energy loads fluctuate quite dramatically 

over the 24 hours due to the settings proposed in the Bestest by the EN 52016 standard. 

It provides a sound base to compare the model predictions. Fig. 16 shows the hourly energy 

load for the Lightweight and the Heavyweight tests. Despite outdoor temperature being 

consistently below zero, the south elevation has strong vertical solar radiation, reaching 

nearly 1000W/m² at noon. Consequently, there is a need for cooling in the Lightweight 

case during the central hours of the day. By contrast, the Heavyweight case shows the 

effect of thermal mass to mitigate the solar gains and completely remove the cooling load. 

This pattern in repeated across the three models, with only the EnergyPlus result 

reflecting, again, the effect of its different thermostat settings, based on air rather than 

operative temperature. Finally, Fig. 17 portrays the closest similarities among the models’ 

predictions. In the Lightweight case, the Litheum model slighlty underestimates the 

minimum temperature, but matches the EnergyPlus results between 9am and 4pm, and 

the EN 52016 from 4pm to 8pm. In the Heavyweight case, the three models show the 

same temperature during the night, but differ slightly during the day. The Litheum results 

are in between the EN 52016 (2-3K below) and the EnergyPlus (2-3K above). 

 

Fig. 15 Test results of the hourly method. Hourly values for Heating (left) and Cooling (right) loads for the Lightweight 

case 
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Fig. 16 Test results of the hourly method. Hourly values for Heating (positive values) and Cooling (negative values) 

loads the 4th of January,  for the Lightweight case (left) and Heavyweight case (right) 

 

Fig. 17 Test results of the hourly method. Hourly values for Operative Temperature on the 4th of January, for the 

Lightweight case (left) and Heavyweight case (right) 

4. Discussion  

This paper introduces a new approach for analysing the influence of urban morphology 

on the thermal and lighting performance of domestic environments. The context of a 

building's surrounding urban fabric affects solar access and the exposure of the building's 

envelope. This may occlude the path of direct solar radiation, which is the main natural 

heating gain. Neglecting this may lead to overestimating the heating demand (Ratti et al., 

2005). The model accounts for solar obstruction at each building, using monthly and 

hourly methods. It also considers the proportion of the external envelope to floor area, as 

this affects conductive heat flow. The model computes all external elevations that are 

directly exposed to the outdoor environment. Buildings with party walls have different 
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boundary conditions than detached constructions, usually resulting in reduced heat flow. 

The model calculates the proportion of shared walls and assumes equal conditions in both 

buildings, thus removing any heat flow across the shared element. 

As explained in section 2.4.1, the model diverges from EN 52016 by dividing opaque 

building elements into three nodes instead of five. The standard  (ISO, 2017c p.68) 

explicitly allows alternative options for the subdivision of each construction element. 

Furthermore, the method outlined in the previous standard EN 13790 (ISO, 2008), is 

based on three nodes and a first order system (5R1C), where all building elements lumped 

into a single capacitance. This simplified version has been used in various recent UBEMs 

(see for instance, Fonseca & Schlueter, 2015; Kastner & Dogan, 2024; Kristensen et al., 

2018; Zarrella et al., 2020). The assumptions of the Litheum model are fully aligned with 

the parameters of the EN 52016. Despite the reduction in nodes each opaque building 

element (floor, walls and roof) is modelled separately, and thermal mass is distrusted in 

two layers (internal and external). This retains the main advantages of the updated 

modelling method. Heat flows can be connected to their specific environmental 

conditions, taking into account the differences in temperature and radiation on roof, wall, 

and ground elements. The thermal mass can be specified for each element, taking into 

account its position, which influences the surface temperature and subsequently the 

zone’s mean radiant temperature. 

Second-order RC methods such as Litheum are currently widely used for modelling 

building heat transfer (see for instance, Bueno et al., 2012; Fabre et al., 2018; Harish & 

Kumar, 2016; Wang & Xu, 2006). A review of the literature reveals a growing consensus 

that second-order models are highly accurate and that increasing complexity does not 

significantly improve performance (Harb et al., 2016; Z. Wang et al., 2019; Yang et al., 

2024).  
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In the context of city-wide building energy simulations, the complexity and heterogeneity 

of the building fabric render detailed physical modelling computationally impractical. 

While thermodynamic methods such as the conduction transfer function, as implemented 

in EnergyPlu (U.S. Department of Energy, 2024), are accurate at the building level, they 

have limited scalability for large urban applications. In contrast, RC networks enable the 

efficient simulation of large building stocks, thereby facilitating comprehensive urban 

energy assessments at city scale. 

Detailed thermodynamic simulation tools use shadowing algorithms to compute sunlit 

areas at each time step. Rendering tools intended for image visualization have developed 

sophisticated ray-tracing techniques, whereby light reflected by an object is projected 

backwards from the target plane to the source(s) (Andersen & De Boer, 2006; McNeil 

et al., 2013). However, thermal applications do not require such accuracy; instead, they 

rely on simplified radiation exchange models (Robinson, 2011). For instance, Energyplus 

is based on solar geometry and classic studies. The solar position is described in terms of 

three direction cosines (U.S. Department of Energy, 2024). Building and obstructions are 

then described geometrically using a coordinate transformation, from world to relative 

coordinates (Groth & Lokmanhekim, 1969) and, finally, the shadow projection is 

determined after Walton’s algorithm (Walton, 1978). This approach has certain 

limitations regarding non-convex geometries, which are not considered. An alternative 

approach is the Sky View Factor (SVF), which models obstructions to the sky from a 

point or surface (usually represented by its central point) over the course of the year. 

Hourly solar radiation can thus be estimated by overlapping the SVF with the Sky 

Radiation Model (SRM) (Marsh, 2004; Teller & Azar, 2001). These methods are intended 

for individual buildings or small developments, and they are impractical for large scale 

models. Therefore, the Urban Building Energy Model (UBEM) needs to make certain 
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assumptions in order to be manageable. Baker and Steemers proposed the Urban 

Horizontal Angle (UHA) as an average obstruction in the field of view of the analysed 

elevation(Baker & Steemers, 2000).  Pili et al (Pili et al., 2018) analysed the accuracy of 

the discretization of the visible skyline for various subdivision angles using Digital 

Elevation Models. Litheum adapts this approach to external obstacles as defined in the 

EN 52016 (ISO, 2017b p.187). The skyline is divided into eight segments, with four 

segments always in view of the shaded façade, as described in Section 2.4.2. Despite the 

assumptions and simplifications, calculating the obstruction angle remains time-

consuming for large cities. 

It was observed that the execution of the code slowed down exponentially as the number 

of buildings in the analysed sample increased. For example, processing a sample of 277 

buildings took 26 seconds, equivalent to 0.1 seconds per building. However, applying the 

same algorithm to a sample of 1,600 buildings took 11 hours, resulting in 25 seconds per 

building. For a sample of 5,000 buildings, the average processing time was 60 seconds 

per building. Repetitive iteration over all buildings to determine the shading mask was 

identified as the cause of the delay. Subsequently, an optimised model divided the city 

into different zones of a similar size using the k-means clustering algorithm (Dobias, 

2023). This reduced the processing speed by an order of magnitude. Madrid, with over 

120,000 buildings, took nine days to process, equivalent to an average of six seconds per 

building. While it remains a computationally intensive task, it only needs to be performed 

once for each city. The values stored in the building database will not vary unless there 

are modifications to the urban fabric (e.g. new urban developments are added). 

Furthermore, piecemeal urban transformations can be introduced without the need to 

compute the entire city. Current work on this topic focuses on optimising this process 

using artificial intelligence techniques. 
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Fig. 18 Obstruction angle code execution time in relation to the number of buildings in the sample, without and with 

clustering. Left: The initial pattern shows nearly exponential increase in computing time. Right: the trend stabilizes as 

a linear increase beyond two thousand buildings. The python code was executed in a desktop PC, Intel Core I5, 6 cores, 

32 GB RAM 

Calculating exposed building envelopes is not nearly as computationally intensive as 

calculating obstruction angles. Previous studies used DEM to derive the area of the 

resultant surfaces, which by definition are all external in this specific format (Rodríguez-

Álvarez, 2014). However, as with the obstruction angle vector data was chosen due to its 

greater precision. Using the obstruction angle and building morphology as input 

parameters enables meaningful characterisation of the effect of the urban fabric on 

domestic energy consumption. However, energy maps based on typological statistics do 

not reflect the specificity of each building; they homogenise demand distribution because 

they only reflect a number of predefined typologies. Regardless of their level of detail, 

these typologies fall short of encompassing actual urban complexity. Fig. 19 illustrates five 

linear blocks of similar characteristics, portrayed by Litheum (left) and an typological 

model without urban context (right). The latter assigns the same demand to all buildings 

because they have the same age and similar geometry. However, Litheum is more 

sensitive to buildings in corners, which have greater exposure, and to buildings with lower 

obstruction. 
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Fig. 19 The energy model in Litheum takes into account the obstruction angle and envelope exposure of each building, 

(left). The map on the right shows the same area as represented by the Urban3R project (Ciclica, 2023)  

4.1 Uncertainty and potential improvements .  

Like most UBEMs, the Litheum model is limited by the quality of the input data. The 

absence of a comprehensive database containing the thermal properties of buildings 

means that relevant parameters must be inferred from known attributes. This is a common 

approach and, moreover, forms the basis of statistical models (Ciclica, 2023; Hallik et al., 

2024). There is a strong relationship between age and thermal transmissivity; for instance, 

a recent study applied Artificial Neuronal Networks to predict the U-value of opaque 

elements with a correlation coefficient of 0.967 (Álvarez et al., 2018). In contrast, the 

window-to-wall ratio has a weak relationship with any known attribute, requiring 

complex techniques that typically involve image analysis (Szcześniak et al., 2022; Zhuo 

et al., 2023). Notably, the latest update of the Spanish Energy Performance Certificate 

(EPC) registry includes the window-to-wall ratio of certified buildings in its digital 

database (Villanueva-Díaz et al., 2024) and work is ongoing to derive accurate prediction 

models for the building stock. The modular nature of the Litheum structure enables these 

potential improvements to be integrated seamlessly. 
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The definition and priorities of UBEM depend greatly on the intended application and 

scale. Modelling techniques must be tailored to the specific objectives and scope of the 

analysis. RC models offer several advantages, including flexibility, adaptability, and fast 

computing times  (Yang et al., 2024). However, this flexibility has also led to a wide array 

of different approaches, creating a heterogeneous theoretical ecosystem which has been 

described as confusing and lacking clear conventions (Y. Li et al., 2021). RC models have 

advanced progressively from analysing simple envelope elements to multi-zone buildings 

and urban scales. Applications include the estimation of building energy loads (Rouchier 

et al., 2018) , control and optimization at zone, building or grid level (Berthou et al., 

2014), and micro-climate analysis (Bueno et al., 2012), among others. Modelling methods 

are commonly divided into three categories [a] white-box or forward models, [b] black-

box, inverse or data-driven models and [c] hybrid or grey-box models, which are a 

combination of the previous two approaches. (Ali et al., 2021; Harish & Kumar, 2016). 

Forward models use known spatial and construction information (e.g. building form and 

material properties) to simulate a building's environmental behaviour under predefined 

boundary conditions. Data-driven models are based on measured data, which are used to 

train and calibrate the models. Consequently, white-box models are suitable for 

estimating energy loads during the design and planning stages, when the thermal 

properties are known, but it is not possible or practical to conduct actual observations. 

Black-box models are widely used for system and grid control, fault detection, and 

performance optimisation in existing buildings, provided that observations and 

performance data are available (Z. Wang & Chen, 2019). In the absence of observations, 

data-driven models can be derived from simulated data thus creating hybrid models (X. 

Li & Yao, 2021; Seo et al., 2022). The development of Litheum was developed based on 

the energy calculation methods of the EN 52016, and the use of the state-space 

representation defined in the standard to solve the system. This method does not require 
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actual measurements, and it is validated by comparing it with the Bestest model. The 

model provides energy load estimates based on specific climate, urban form and building 

characteristics. Behavioural patterns, socio-economic aspects, and system efficiency are 

given pre-defined values (as described in the methodology section), which can be 

considered generic. Differences between energy loads and actual energy consumption in 

measured data are expected due to the aforementioned factors. The Litheum approach 

favours transparent definition and evaluation of large-scale retrofit scenarios based on 

construction improvements (e.g. insulation or windows), excluding the effects of factors 

involving greater uncertainty, such as operation and efficiency.   

The feedback interaction between buildings and the urban climate may induce significant 

variations in energy performance within a city (Sezer et al., 2023). Various studies have 

estimated that the impact of the Urban Heat Island effect on building energy loads is in 

the range of 10–20% ( X. Li et al., 2019; Santamouris, 2014; Santamouris et al., 2015). 

However, many building regulations and conventional energy modelling approaches rely 

on coarse climatic classifications  (Walsh et al., 2017) and data from weather station data 

which do not consider microclimates (Huang et al., 2020). Consequently, the results from 

these models do not account for the specific local wind flow, air temperature or 

anthropogenic heat when defining boundary conditions across the city. Some applications 

do not require such level of accuracy as they prioritize relative performance trends. For 

example, comparative building retrofitting scenarios, where the goal is to identify the 

most efficient solutions rather than predicting the actual grid load. The Litheum model 

uses climatic data from PVGIS, which collects information at the mesoscale (EU Science 

Hub, 2024). Currently, the calculations assume the same outdoor boundary conditions for 

all buildings. However, future will involve integrating a detailed Urban Climate Model 

(UCM) to upgrade Litheum as a Multi-Domain Urban Scale Energy Modelling (MD-
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USEM). Previous experience and recent reviews in this area (Pasandi et al., 2024; Sezer 

et al., 2023; Sola et al., 2020) suggest that a tool such as the Urban Weather Generator 

(UWG) could incorporated into the model as an additional layer (Bueno et al., 2013). The 

UWG combines an urban canopy and building energy model based on an RC network to 

generate site-specific urban weather files (Bueno et al., 2012). These files could then be 

distributed evenly across the city to identify relevant microclimatic patterns and create an 

urban climatic model, replacing the current climatic module. 

5. Conclusions  

This paper presents a UBEM that integrates morphological sensitivity and the interactive 

definition of alternative scenarios. The model combines an innovative method of 

characterising urban form and building properties with calculation methods defined by 

EN 52016. Integrating the model into a user-friendly online platform makes it accessible 

to a wide range of users, from homeowners to policymakers. The main insights from this 

research are as follows: 

First, a surge in the development of UBEM tools has been observed in the last two 

decades. However, many of these projects have been discontinued or remain inaccessible 

due to commercial schemes, hyper-specific formats, and steep learning curves, which 

limit their potential uptake. Litheum was implemented using open-source solutions for its 

geographical features and relational database (GeoJSON and PostgreSQL, respectively), 

and it can easily be adapted to various spatial standards. The application is intuitive and 

targeted at regular users with no prior experience of energy modelling. The energy 

conservation measures have been predesigned and are limited to the most common 

retrofitting solutions, striking a balance between flexibility and simplicity. 
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Data-driven energy models are less sensitive to parameters related to the urban context, 

such as overshadowing caused by adjacent buildings. They rely on typological statistics 

that connect known parameters, such as age, to energy performance. In some cases, 

parametric modelling or typological clustering is used to determine the impact of certain 

spatial variables, such as envelope exposure or orientation. However, the diversity and 

complexity of the actual urban fabric limits these models, as neither clustering nor 

parametric modelling can depict the specific urban setting around the observed buildings. 

Computing solar obstruction is particularly challenging since it involves spatial and 

temporal dynamics. The Litheum model uses a novel algorithm to calculate the 

obstruction angle of each building at different orientations. This information is stored in 

geographical features, which exponentially minimises the computation requirements in 

the energy server of the online platform. 

EN 52016-1 contains simplified monthly and detailed hourly methods, which are 

described in the accompanying technical documents. Although subsequent studies have 

questioned the accuracy of these methods, the guiding principle of the standard was to 

balance precision with flexibility and reproducibility. It was observed that this approach 

was convenient for large-scale urban modelling, since overly complex methods can 

compromise their applicability on a large scale. The Litheum model has adapted and 

translated the EN 52016 standard into Python code to enable hosting on the platform's 

energy server. The resulting tool was successfully tested in accordance with the standard's 

verification procedure. 

The tool was tested in three pilot cases in Spain, covering a small town (Pontevedra), a 

mid-sized city (A Coruña), and a large capital city (Madrid). The objective was to deploy 

and test the platform gradually and receive feedback from user groups. This feedback was 

gathered through focus groups with planning teams and semi-structured interviews with 
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city representatives and officials. It was found that size was not an issue other than 

requiring more computing time to process the base layer, particularly for calculating and 

storing the obstruction angles. The studies also revealed some inconsistencies in the 

cadastral cartography, which could be resolved with minor code adaptations. Additional 

functionalities were incorporated into the model following the feedback received, such as 

a solar control mode, which is particularly relevant in warm seasons and climates. Future 

work will involve expanding and testing the model in different climates worldwide. 

The development and implementation of Litheum revealed several important insights. 

Firstly, integrating standardised energy calculation methods into user-friendly web tools 

is feasible and valuable in bridging the gap between complex models and practical 

planning and design applications. Secondly, accurate urban energy modelling requires the 

careful pre-processing of spatial data, particularly with regard to solar obstruction and 

envelope exposure. This proved to be computationally demanding, but essential for 

achieving robust results. Furthermore, the integration of Urban Climate Models has 

become feasible due to modular structures and the availability of open-source 

applications. Thirdly, stakeholder feedback was instrumental in identifying usability gaps 

and prioritising feature development, thus confirming the importance of iterative co-

design with end users. Finally, the model's scalability depends heavily on strategic 

simplifications and modular architecture, enabling adaptation across diverse urban 

contexts without compromising core accuracy.  
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